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ABSTRACT  

The search goals of different users may be different depending up on their need. The analysis and inference of 

user search goal helps to improve the search engine relevance. In this paper we introduce a method to predict the user 

search goals of the query that a user give by clustering the existing feedback details. We use Hybrid Bee Algorithm and 

cluster validity indexes for the effective clustering of the feedback. We also use an automatic annotation approach to align 

the data units on a result page into different groups such that the data in the same group have same meaning. 
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INTRODUCTION 

In Web search engines queries are submitted to obtain the needed web pages. But the meaning of a query may be 

wider or different user may give the same query for different information. For example, a person is giving the query 

‘Hindu’, it may be meant for “The Hindu” news paper or “Banaras Hindu University’ or the religion ‘Hindu’. An example 

for the query given in the search engine ‘Google’ is given below. 

 

Figure 1: Example for the User Search of Query ‘Hindu’ 

If the necessary page is not available in the staring pages, the user has to search in other pages or by giving some 

other query words. The user has to spend a great amount of valuable time by giving different form of queries. Hence it is 

necessary to capture the different user goals to retrieve the exact information which he or she needs. User search goals are 

the different information that the user wish to obtain for a particular query. Finding out and analysis of the user search 

goals have a lot of advantages in improving the search engine relevance. The analysis can also be used for re-ranking of the 

result obtained in a user search in such that the most wanted pages can be displayed initially and then the remaining. 
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Different researches are going on in the field of query goal analysis and query result re-ranking. In our method we 

propose an algorithm which does the following steps. 

Feedback session only include the URLs, it consist of the clicked URL and Unclicked URL links. Usually 

language because users will scan the URLs single by single from top to down, we can believe that in addition the three 

clicked URLs, the four unclicked ones in the rectangular box have also been browsed and evaluated by the user and they 

should reasonably be a part of the user feedback. Inside the feedback session, the clicked URLs tell what users require and 

the unclicked URLs reflect what users do not care about. It should be noted that the unclicked URLs after the last clicked 

URL should not be included into the feedback sessions since it is not certain whether they were scanned or not. Each 

feedback session can tell what a user requires and what he/she does not care about. Moreover, there are plenty of diverse 

feedback sessions in user click-through logs. Therefore, for inferring user search goals, it is more efficient to analyze the 

feedback sessions than to analyze the search results or clicked URLs directly. 

Our system has the following steps: 

First we proposed a method to infer user search goals for a query by clustering the similar documents from the 

web search.  

To map feedback sessions from the pseudo documents we proposed a novel optimization method to collect the 

similar pages of links to satisfy user goals and retrieve the user information.  

The K means clustering algorithm can be used to cluster the similar web pages or URL’s. 

The result of clustering will be more efficient by measuring the semantic similarity between the retrieved results 

which makes result better than the normal keywords information. Measuring the semantic similarity between the pseudo 

terms we proposed a correlation based similarity measure between the normal pseudo documents terms. In k means 

clustering results are difficult and select the cluster centroid values becomes difficult in clustering of the document. Finally 

Measure the clustering results we use classified average precision (CAP) to evaluate the performance of the restructured 

web search results. It demonstrates that the evaluation criterion can help us to optimize the parameter in the clustering 

method when inferring user search goals. 

FRAMEWORK OF THE WORK 

 

Figure 2: Framework of the Approach 
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On giving the query by the user, the clicks through logs of previous clicks are analysed. A feedback session is 

created based on the previous user clicks as shown in diagram. 

Feedback sessions are analysed to create the pseudo documents and the pseudo documents are clustered together 

to find the cosine similarity. The similar documents are clustered to form different groups such that similar documents 

comes under the same category. Each group is given a common annotation name.  

The details of the algorithms and steps are explained in the following sessions. 

COLLECTION OF WEB PAGES WITH QUERY 

The first phase is the collection of the web pages with similar key terms of the given query. For example, when 

the user gives a query ‘hindu’, the search engine collects all the web pages based on query, with link pages clicked by user. 

All the links and the contents from the link that contains information about the link pages are copied in to the database. 

This creates a click through log. It gives a feedback about the different user clicks. From the click through log we can 

analyse which are the links that are clicked by the user for a particular query and which are the links that the user doesn’t 

care about for a particular query. This click through log is the main source of user feedback creation. 

FEEDBACK SESSION REPRESENTATIONS 

The feedback session represents the sequence of consecutive queries to satisfy a single information requirement. 

The investigation of the clicked URL’s of the click through data, results in inferring user search goals for a particular query. 

The feedback session is a comprehensive study about the entire session. Consequently the single session which contains 

simply one query distinguishes from the conservative session. The feedback session contains information about both 

clicked and unclicked links for a particular query. It shows the order in which the links are clicked for a particular query. If 

a particular link is not clicked its click sequence is marked as 0, else the corresponding order will be entered. This list will 

be prepared until the last clicked URL. After the last clicked URL we are not sure whether the users have watched the URL 

or not. Hence we treat them as not seen by the user. 

 
Figure 3 

Figure 3 The feedback session. The 0 in the click sequence represent the unclicked URL’s and numbers represent 

their click order. The URL’s in the rectangular window shows the feedback session and URL’s outside the rectangular 

window shows the URL’s that are not certain whether the user has seen or not. 

Each feedback session can tell what a user requires and what he/she does not care about. Moreover, there are 

plenty of diverse feedback sessions in user click-through logs. We assume that the entire URL’s before the last user click 
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are scanned and evaluated by the user. Only the required URL is clicked by the user and the unclicked URL’s are one that 

is not required by the user. Hence while creating the feedback session all the clicked and unclicked URL’s before the last 

click are considered. In figure, the list of items which are outside the window are links which are not scanned or clicked by 

the user. The click sequence of the unclicked URL is given as zero and for the clicked one, the sequence represent then 

order in which the URL is selected by the user. The feedback session gives a detailed knowledge about what the user needs 

and what he/she doesn’t care about. 

MAPPING FEEDBACK SESSIONS TO PSEUDO DOCUMENT 

There is one feedback session for a single query session. Similarly there are a number of feedback session for 

different query sessions and different click through logs. We have to consider all the feedback session to make the click 

through logs effectively for predicting the user goals. Some demonstration method is needed to explain feedback sessions 

in an additional efficient and logical way. There can be a lot of kind of feature representation of feedback sessions. Binary 

vector technique to characterize a feedback session search consequences are the URLs return by the search engine when 

the question “the sun” is submit, and “0” represent “unclicked” in the click sequence. The binary vector [0110001] can be 

second-hand to symbolize the feedback session, where “1” represent “clicked” and “0” represents “unclicked.  

 
Figure 4 

Figure 4: The representation of the binary vector. Binary vector value is ‘1’ for the clicked URL and ‘0’ for the 

unclicked URL. 

BUILDING PSEUDO DOCUMENTS 

In the primary step, we augment the URLs with extra textual by extracting the titles and snippets of the returned 

URLs as appear in the feedback session. Each URL in a feedback session is represented by a little text paragraph that 

includes its title and snippet. This paragraph is modified by making some alterations like removing the stop words, 

conversion of all the characters to a particular case etc.  

Then, a number of textual processes are implemented to text paragraphs, such as transforming all the letters to 

lowercases, stemming and removing stop words. Finally, every URL’s title and snippet are generated by a Term 

Frequency-Inverse Document Frequency vector (TF-IDF, short for term frequency–inverse document frequency, is a 

numerical statistic that reflects how important a word is to a document in a collection or corpus. It is often used as a 

weighting factor in information retrieval and text mining vector, correspondingly). 
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Where 

 - TF-IDF vectors of the URL’s title  

 - TF-IDF vectors of the URL’s snippet. 

ui- i
th URL in the feedback session.  

Wj ={1; 2; . . . ; n} –jth term appear in the enriched URLs. Each term in the URL is defined as a word or a numeral 

in the vocabulary of document collections. Twj and Swj characterize the TF-IDF significance of the jth term in the URL’s 

title and snippet, correspondingly. Taking into consideration that URLs’ titles and snippets have dissimilar significances, 

we symbolize the enriched URL by the weighted sum of Tui and Sui, namely, 

 

Where, Fui means the feature representation of the ith URL in the feedback session, and weightst of the titles 

and s snippets respectively. 

FORMING PSEUDO-DOCUMENT BASED ON URL REPRESENTATION S 

In order to obtain the feature demonstration of a feedback session, we suggest an optimization method to merge 

both clicked and unclicked URLs in the feedback session. Attain such a Ffs with the purpose of the calculation of the 

distance between Ffs and each Fucm is minimize and the sum of the distance between Ffs and each Fucl is maximize. Based on 

the supposition that the terms in the vectors are self-governing, we perform optimization on each dimension separately, 

 

Then the similarity between the pseudo-documents are evaluated as the cosine similarity score of 

 

 

K MEANS CLUSTERING 

In this research we cluster pseudo-documents by K-means clustering which is straightforward and efficient. 

Because we do not recognizable with the precise figure of user search goal for every query, we position K to be five 

different values. 

 

Where Fcenteri –is the ith cluster’s center and Ci is the numeral of the pseudo-documents in the ith cluster. Fcenteri is 

utilized to finish the investigation goal of the ith cluster. Finally, the conditions with the highest values in the Fcenteri are 
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second hand as the keywords to represent user search goals, it is a keyword based explanation is that the extracted 

keywords be able to in addition be utilized to form a more significant query in query suggestion and thus can represent user 

information needs most effectively. 

HYBRID K-MEANS AND BEES ALGORITHM  

K-mean algorithm requires total number of cluster, k beforehand in order the algorithm operates correctly.                 

This pre-requisite value is needed to ensure the algorithm works on the tested data. In this paper, a test-and-generate 

approach is applied to estimate total number present in a data. A hybrid Bees Algorithm and cluster validity index are used 

for this purpose. The modified Bees algorithm is used to find near optimal cluster centres (centroids) whereas cluster 

validity index is employed to examine ‘goodness’ of the generated clusters.  

This is done by evaluating one by one possible solution from lower bound until the final boundary. True centroids 

of each clusters is vital for this proposed approach. The K-Bees algorithm is applied to find near-optimal centroids. 

• Finding Near-Optimal Centroids Using Hybrid K Means and Bees Algorithm 

True centroid is important in this approach. Four different synthetic data sets are used to evaluate K-Bees 

Algorithms in finding near-optimal centroids. A test is undertaken to evaluate the proposed hybrid in locating a near true 

centroid. For this purpose an adapted hybrid technique has been applied in this work.  

• Cluster Validity Index 

Validity index generally is targeted to minimise distances of intra-cluster of every object in of their cluster to their 

nearest centroid. Nonetheless, validity index attempt to maximise of inter-cluster distances between each centroid.                  

Inter-cluster index is calculated using Equ as below: 

 

where i c is centroids of cluster i, totl c is mean total centroids of all centroids in the data, i n is total number of 

object in cluster i, n is the total number of object in the data, k total number of clusters. 

 

Figure 5: The Working of Bees Algorithm 
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ANNOTATION OF RESULTS 

Data alignment is to put the data units of the same concept into one group so that they can be annotated 

holistically. Whether two data units belong to the same concept is determined by how similar they are based on the features. 

Presentation Style Similarity (SimP) 

It is the average of the style feature scores (FS) over all six presentation style features (F) between d1 and d2 

 

Data Type Similarity (SimD) 

It is determined by the common sequence of the component data types between two data units. The longest 

common sequence (LCS) cannot be longer than the number of component data types in these two data units. Thus, let t1 

and t2 be the sequences of the data types of d1 and d2, respectively, and TLen(t) represent the number of component types 

of data type t, the data type similarity between data units d1 and d2 is 

 

Adjacency Similarity (SimA) 

The adjacency similarity between two data units d1 and d2 is the average of the similarity between dp
1 and dp

2 and 

the similarity between ds
1 and ds

2 that is 

 

PERFORMANCE EVOLUTION 

The evaluation of user search goal inference is a major problem, since user search goals are not predetermined and 

there is no ground truth. It is necessary to develop a metric to evaluate the performance of user search goal inference 

objectively. In this module finally measure the performance of the hybrid kmeans + annotation and existing                     

pseudo-documents based clustering Measure the performance of the system with parameters like Classified Average 

Precision (CAP), Voted AP (VAP) which is the AP of the class including more clicks namely, risk to avoid classifying 

search results and average precision (AP). 

Average Precision (AP) 

In order to be appropriate the assessment method to large-scale data, the solitary sessions in user click-through 

logs are second-hand to reduce physical work. Since beginning user click-through logs, we can get implied significance 

feedbacks, specifically “clicked” means applicable and “unclicked” means inappropriate. A probable evaluation principle 

is the average precision (AP) which evaluate according to user implicit feedbacks. AP is the average of precisions compute 

at the position of each applicable document in the ranked sequence  
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where  is the numeral of applicable (or clicked) documents in the retrieved ones, r is the rank, N is the total 

numeral of retrieved documents, rel() is a binary function on the relevance of a given rank, and Rr is the number of relevant 

retrieved documents of rank r or less. 

Classified Average Precision (CAP) 

Extend VAP by introducing the above Risk and propose a new criterion Classified AP (CAP) 

CAP = VAP * (1-risk)� 

Where  is used to adjust the influence of Risk on CAP. 

Risk 

VAP is still an unsatisfactory criterion. Taking into consideration an extreme case, if every URL in the click 

session is categorized into one class, VAP will forever be the highest value that is 1 no matter whether user contain so 

many investigate goals or not. Consequently present be supposed to be a risk to avoid classify exploration results into too 

many classes by error. They propose the risk as follows: 

 

CONCLUSIONS 

The Novel approach has been proposed to infer user search goals for a query by clustering its feedback sessions 

represented by pseudo-documents. First, we introduce feedback sessions to be analyzed to infer user search goals rather 

than search results or clicked URLs. Both the clicked URLs and the unclicked ones before the last click are considered as 

user implicit feedbacks and taken into account to construct feedback sessions. Therefore, feedback sessions can reflect user 

information needs more efficiently. Second, we map feedback sessions to pseudo- documents to approximate goal texts in 

user minds. The pseudo-documents can enrich the URLs with additional textual contents including the titles and snippets. 

In this work the pseudo documents are clustered based on the hybrid k means clustering method. Based on these                   

pseudo-documents, user search goals can then be discovered and depicted with some keywords. Finally, a new criterion 

CAP is formulated to evaluate the performance of user search goal inference. At last we are annotating the clustering 

search result. From the experiment the proposed system is improves the performance of the system.  
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